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How to benchmark and characterize virtual switch throughput
performance for telco Network Functionality Virtualization (NFV) use
cases - under the project VSPerf - using Xena2544.
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APPLICATION NOTE

Network Function Virtualization (NFV) is dramatically changing the way we design, build and operate
networks, and has gained tremendous attention in the industry with its aim for elastic scaling of capacity,
capex predictability, rapid and flexible applications/services deployment. As one of the key components in
NFV, virtual switch (vSwitch) connects virtual machines where applications are running and its performance
has become essential to the success of NFV deployment. Xena Networks is working closely with Open
Platform for NFV (OPNFV) community on the vSwitch Performance (VSPerf) project towards a generic and
architecture agnostic vSwitch performance benchmarking and test framework. It will serve as a basis for
validating the suitability of different vSwitch implementations in a telco NFV deployment environment.

This application note describes how to benchmark and characterize virtual switch throughput performance
for telco network functionality virtualization (NFV) use cases under the project VSPerf! with Xena2544.

L https://wiki.opnfv.org/display/vsperf/VSperf+Home
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VIRTUAL SWITCH PERFORMANCE BENCHMARKING

Xena2544 is a free PC application that makes it easy to create, edit and execute test configuration in
accordance with RFC 2544. Xena2544 is automatically installed together with XenaManager-2G, and can be
used with one or more Xena test chassis. The purpose of using existing RFCs is to establish a fair
comparison between the performance of virtual and physical switches.

RFC 2544 is an important standard test suite referenced in the VSPerf test framework. It outlines a
benchmarking methodology for network interconnect devices. The methodology results in performance
metrics such as throughput, latency, and frame loss ratio.

Three test scenarios are defined by OPNFV VSPerf Characterize vSwitch Performance for Telco NFV Use
Cases project (https://wiki.opnfv.org/display/vsperf/VSperf+Home):

e Physical to Physical (Phy2Phy)
e VM Loopback (PVP)
e Two VM Loopback (PVVP)

PHYSICAL TO PHYSICAL (PHY2PHY) SCENARIO

The connection is configured as Physical port = vSwitch = Physical port. The vSwitch runs on the host. The
deployment is illustrated in Figure 1.

Figure 1. Phy2Phy scenario

VM LoopBACK (PVP) SCENARIO

The connection is configured as Physical port - vSwitch - VNF - vSwitch - Physical port. The vSwitch
runs on the host. The VM runs DPDK testpmd/L2fwd/Linux Bridge to forward traffic. Traffic consists of
uniform UDP packets. The deployment is illustrated in Figure 2.
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Figure 2. PVP scenario

Two VM LooprBACK (PVVP) SCENARIO

The connection is configured as Physical port - vSwitch - VNF = vSwitch - VNF - vSwitch = Physical
port. The VM runs DPDK testpmd/L2fwd/Linux Bridge to forward traffic. Traffic consists of uniform UDP
packets. The deployment is illustrated in Figure 3.

Figure 3. PVVP scenario
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PHYSICAL TEST SETUP

Seen from a tester, the three test scenarios (Phy2Phy, PVP, PVVP) are only different internally from one
another. Thus, they can be set up using the test setup shown in Figure 4 below. Two ports from Xena tester
are used for testing the device under test (DUT). The DUT in this test is a host that runs vSwitch.

Xena2544 S~ = 1

Figure 4. Physical test setup

If you have not installed a virtual switch on your DUT, you can go to http://openvswitch.org/download/ and
follow the instructions to install. It is out of the scope of this application note to demonstrate how to install
and configure a virtual switch. You can also find more information about how to deploy Phy2Phy, PVP, and
PVVP on https://wiki.opnfv.org/display/vsperf/VSperf+Home.

THREE WAYS TO VSPERF RFC2544 TEST WITH XENA

Benchmarking methodologies on a virtual switch should not have significant difference from a physical switch.
From a traffic generator point of view, the test scenarios should be the same when using RFC 2544, so that
test results from a virtual switch are comparable with results from a physical one.

There are three ways you can use Xena2544 for testing:

e You can use XenaDriver and XenaTrafficGenerator from VSPerf framework, or
e You can configure and run your tests through Xena2544 Ul, or
e You can run pre-configured tests through Xena2544 command.
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They are well illustrated in Figure 5. The following sections will guide you through VSPerf RFC 2544

Configure Test in
Xena2544 Ul
Save to x2544 test
config file
. VSPerf scripting Start test with
Xitr?:ztsez:llal framework with Xena2544 command
XenaDriver line

Analyze result
XML/CSV

Figure 5. Three ways for VSPerf RFC2544 through test with Xena

Throughput test with Xena.

USING XENA FROM VSPERF SCRIPT FRAMEWORK
Redhat and Xena are collaborating on Xena integration to VSPerf project for OPNVF. The open source
project Xena-VSPerf can be found on:

https://github.com/ctrautma/Xena-VSPerf

XenaDriver is developed to provide a set of APIs for users to communicate with the Xena tester. Class Xena
(traffic generator) is developed to provide APIs for traffic generating. Both are written in Python. VSPerf
design document can be found on:

http://artifacts.opnfv.org/vswitchperf/docs/design/vswitchperf_design.html

Step 1: Download the Project
Go to https://github.com/ctrautma/Xena-VSPerf to download the project. Dependencies should also be
downloaded and installed on your PC accordingly.

In the directory shown below, there are four important files for VSPerf testing:

1. Xena2544.exe provides RFC 2544 test framework,
2. XenaDriver.py provides communication APls to Xena testers,
3. xena.py is the traffic generator for starting/stopping test traffic on top of XenaDriver.py
andXena2544.exe
4. xena_json.py converts Xena2544 configuration file .x2544 to JSON format.
Xena-VSPerf/tools/pkt gen/xena
———————— profiles/

———————— Xenaz2544 .exe
———————— XenaDriver.py

XENA NETWORKS — LAEDERSTRAEDE 34, 3RD FLOOR — 1201 COPENHAGEN — DENMARK

WWW.XENANETWORKS.COM



https://github.com/ctrautma/Xena-VSPerf
http://artifacts.opnfv.org/vswitchperf/docs/design/vswitchperf_design.html
https://github.com/ctrautma/Xena-VSPerf

5)'(1E NA APPLICATION NOTE

N T W O0ORKS

In the directory /profiles, Xena2544 test configuration files (.x2544) are stored. You can also store your
x2544 files there.

An x2544 file is a JSON-formatted file that describes detailed configurations of a Xena2544 test, e.g. which
ports are included, topology, traffic pattern, packet header, which test should be carried out, output report
format, etc.

An x2544 file is automatically generated by Xena2544 when you save the test through the Ul. In the section
Test Steps — Using Xena2544 Ul, You can learn how to configure your tests through Xena2544 Ul and
generate your own x2544 files. Please note that if you decide to use your own .x2544 files, you need to
modify xena.py accordingly.

Step 2: Configuration

A tester configuration file (*.conf) locates in the conf package Xena-vVSPerf/conf/. You can define the IP
address of the Xena tester, e.g. which ports and modules to use, and packet sizes as shown in the example
below. You can also enable/disable the use of testers from other vendors in the file.

# Xena traffic generator connection info

TRAFFICGEN XENA IP = '10.19.15.19'
TRAFFICGEN XENA PORT1 = '0O'
TRAFFICGEN XENA PORT2 = '1'
TRAFFICGEN XENA USER = 'vsperf'
TRAFFICGEN XENA PASSWORD = 'xena'
TRAFFICGEN XENA MODULEl = '3'

TRAFFICGEN XENA MODULEZ2 '3

TEST PARAMS = {'packet sizes':'64'}

The configuration file also provides a settings object that exposes all of these settings. Settings are not
passed from component to component. Rather they are available globally to all components once they
import the conf package.

from conf import settings
log file = settings.getValue ('LOG FILE DEFAULT')

Step 3: Import Xena APIs to Your Project
To use Xena object (traffic generator), you need to import the modules:

from tools.pkt gen.xena.xena import Xena
from tools.pkt gen.trafficgen.trafficgenhelper import TRAFFIC DEFAULTS

Xena object provides the following APls:

1: [XENA.send rfc2544 throughput],
[XENA.start rfc2544 throughput,
XENA.wait rfc2544 throughput],
[XENA.send burst traffic],

[XENA.send cont traffic],

[XENA.start cont traffic, XENA OBJ.stop cont traffic],
[XENA.send rfc2544 back2back],
[XENA.start rfc2544 back2back,
XENA.wait rfc2544 back2back],

N

~ o OB W
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Step 4: Execute Test or Build Your Own

You can now try to run the test by executing xenatest.py in the root directory. You can also write your own
scripts using XenaDrive and Xena APIs.
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USING XENA2544 Ul
The following sections show the steps of how to use Xena2544 to perform VSPerf test with an example

configuration. Before we start configuring Xena for RFC 2544 Throughput test, make sure you have installed

the virtual switch for testing and have it correctly configured.

Step 1: Select module and ports.
Select the two ports that are connected to the DUT. You can either reserve them now or the application will

relinquish other users from the selected ports and reserve them for you when the test starts. Figure 6
shows an example where two ports are selected for the test. It is always good to check that the two ports
you connect to the DUT (vSwitch) is shown green. If not, you need to check the connectivity problem.

B Xena2544 v2.44 - VSPerf-RFC2544.2544 (1) - u} x
File Edit View TestControl Options Help
i [ ) [= | © Add Chassis | = Start (0 Stop () Cancel | ] Exit
(@ Start Page | 4 Test Configuration | £3. Selected Ports | - Multi-Stream Configuration | || Protocol Segment Profiles | 1= Reporting Options | - X
Name [} Used  Owner
B [ Available Chassis
£ BMl Chassis 0 XB live
B Module 0, MESFF O
B Module 1, MESFF O
B Module 2, MESFP+ O
B Module 3, M2SFP+ O
W Module 4. O
o TIe30E 6, ESrP ()
-] Mndu\e? MESFP O
=W Module 8, MBSFP O] Kena2544 Quick Start Guide
¢ Port 0, SFP-E o P00 =i his short guide will help you get started using Xena2544.
o Port2 SFPE o P0E2 O 1. Add a Xena chassis to th
i Port 3, SFP-E s P0&3 O
Pad SEEE o = 2. Selectthe test ports you need o use in the test in the Physical Ports panel at the left and drag them to the Selected Ports panel. In the Selected Ports panel you can then
&1 Port5, SFE.E o PoBs 0 configure the individual properties of the ports.
BE Module 8, MESFP O ‘ 3. The Test Confiquration panel contains properties that control the test execution. The properties are divided into the following sub-panels:
W Module 10. MESFP O + The Topology and Frame Content panel control the topology and direction of the test traffic and also the content of the test frames generated
"W Module 11. MESFP O + The Test Execution Control panel control the overall test properties. regardless of test type.

+ The Test Types Configuration pane! control which test you want to perform and also allow you to configure various properties for each of these tests.

4. Use the Protocol Segment Profiles panel to configure the protocol header profiles to use for the selected ports.
Select ports that are / 5. Review e reporing parameters i the Aeporine panel and adjusttese 1 needed
Con neCted tO the D UT, 6. Press the Start button in the toolbar to start the selected tests.
i . e . the h OS'[ Of the E:E'r:]?;?::s‘:;:‘ise refer to the anline Xena Wiki help page which you can access by either selecting the Help -> Online Help menu item or by pressing F1
vSwitch
< >

Expand All 1 Collapse All

[[E Result Data [ [ Stream Progress Counters | Configuration Errars

Progress: 0% « Test stopped by user

| (@ Test not running | Test Time: 00:00:06 | Duration: 00:00:00 | User: haoyu _:

Figure 6. Select test module card and ports.
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Step 2: Define Test Topology and Frame Content
AS shown in Figure 7 below, on the right side of the window, you can select several panels. Go to panel Test
Configuration.

The Test Configuration panel contains properties that control the test execution. The properties are divided
into the following sub-panels:

e The Topology and Frame Content panel controls the topology and direction of the test traffic and
the content of the test frames generated.

e The Test Execution Control panel controls the overall test properties, regardless of the test type.

e The Test Types Configuration panel controls which test you want to perform and allows you to
configure various properties for each of these tests.

Select the Topology and Frame Content panel. In the Overall Test Topology section, select Topology to
Pairs, and Direction to Bidirectional for a bidirectional traffic flow test. Unidirectional traffic flow should
also be tested because some problem may not be visible with only testing with bidirectional flows. In
addition to traffic directions, the vSwitch should be tested with different packet size because packet size
can greatly affect the performance. Set frame size to 64 and 1500 bytes in order to examine the
performance of the vSwitch under small and large packet sizes. Xena2544 will execute two tests, one for
each packet size.

B Xena2sad 244 - VSPerf-RFC2544.2544 () - o X
File Edit View TestControl Options Help
i g &) B | © Add Chassis = Start () Stop (3 Cancel | ] Exit
Physical Ports 8 X | '@ StertPage | 3 Test Configuration | 1 Selected Ports | - Multi-Stream Configuration | 1| Protocol Segment Profiles | || Reporting Options | - X
NBE'"‘Z Available Chassia © Ueed | Quner Topology and Frame Cortert | Test Execution Cortrol  Test Types Carfiguration
- Bl Chassis 0 B live Overall Test Topology Frame Sizes
W Module 0, MESFP O Ficed SizpBr Trid
: ::::; zg; E O IEpEDefaut 64,128,256 512,14 1280.1518
B Module 2, M2SFP- O (® fisiom Szes (64, 1500
- W8 Module 4, O
B Module 6, MESFP O SzeFange  Stat sz 100 | End
B Module 7. MBSFP ]
- W Module 8, MESFP O] Vaying Sizes Per Trial
ta Port0.SFP-E P-0-8-0 [ haoyu enting  Min Max.
w1 Port1.SFPE o P08 B haoy
&3 Por2 SFPE o P0-82 O Sz
e Port3, SFP-E e P-0-83 O H H
GPmesre o roi: [ o e =2 Set desire frame sizes per
-t Port5, SFP-E ° o P085 O ) Moxed Si .
B Module 9, MESFP O
B Mo 8 ESTD g tiral, separate by comma
- W Module 11, MBSFP [m] rame Test Payload
Use e TPD ffneeded: (] Payload Type
00 00 00 00 00 00
Pattem: 00 00 00 00 00
Set the topology to pairs.
Bidirectional traffic is Configure test payload
used in this example.
< >
Expand All E Collapse All |
[[E] Result Data [ [ Stream Progress Counters | Configuratien Errors
Progress: 0% +# Test completed successfully | @ Test not runnin g | Test Time: 00:01:56 | Duration: 00:00:03 | User: haoyu _.:

Figure 7. Define test topology and frame content.
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Step 3: Define Test Execution Control
Test execution control can be configured in the panel Test Execution Control shown in Figure 8 below.

Default configuration is used in this example with MAC learning mode on for every trial. Stream-based flow
creation allows multiple streams to be generated from one physical port, while modifier-based allows only
one. Port sync allows ports to generate traffic into the vSwitch simultaneously. Otherwise, ports will

generate traffic individually at its own pace.

I Xena2544 v2.44 - VSPerf-RFC2544.2544 (7) - o X
File Edit View IestControl Qptions Help
i [g 5 B | © Add Chassis | =» Start (0 Stop (@ Cancel | & Exit
Bhysical Bods X © StartPage | @ Test G ion | i Selected Ports | b Multi-Stream C i Protocol Segment Prefiles | |- Reporting Options | - X
Name D Used  Owner :
“Tesd Exsoution Cortrol
. u Aaiieble Chassic Topology and Frame Cortent | | Test Types Configuration
- EAl Chassis 0 XB live Flow Creation MAC Leaming Options Flow-Based Leaming Options
- AR Module 0, MGSFP O @ Streambased MAC Leaming Mode: Use Flow-Based Leaming Freamble: []
P Module 1, MGSFP ] Lo Frame Court:
TE Module 2, MGSFP+ 0 TID Aloc. Scope: | Corfiguration Scope Leaming Frame Court e frames aming Frame Count:
BE Module 3, M2SFP+ O O Modfierbassd Toagle For Syne = Delay After Freamble:
w Module 4, |
B Module 6 MESFP o MAC Base Address Sync Off Period = secands
W Module 7, M6SFP O
Delay After Sync O d
B Module 8, MESFP ol ey e sme o seeond
.- ta Port0 SFP-E ° =] Port Scheduling ARP/NDP Leaming Options Reset and Eror Handing
oty P2 SFR-E e P0E2 0O Speed Reduct. Swesp Leaming Rate percent Stop on LOS: =]
R aare 1 O Uee Fot e, St [ Lesming Durtion sconds ey lter Rt szconds
13 Port5 SFRE o POES 0 Fort Stagger Steps Enable Refresh =
B Module 3, MESFP O Refresh Period 4.00/3] seconds
B Module 10, MGSFP o Resuiting Deta: L — U MAC a5 DIAC
B Module 11, MESFP O =
< >
Expand All & Collapse Al
| [l Result Data [ [ Stream Progress Counters | Configuration Errors
Progress: 0% « Test stopped by user | @ Test not running | Test Time: 00:00:06 | Duration: 00:00:00 | User: haoyu :

Figure 8. Define test execution control
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Step 4: Configure Test Types

RFC 2544 test suite include four tests: throughput, latency and jitter, frame loss rate, and back-to-back.
Select the Throughput Test for the test. Throughput test measures the maximum rate at which none of the
offered frames is dropped by the DUT. The test may be executed using various frame sizes in Step 2.

E ena2544 w2 44 - VSPerf-RFC2544.52544 () — a X
File Edit View TestControl Options Help

i3 & B | © Add Chassis | = Start (@ Stop @ Cancel | i Exit
Physical Ports L) | © Start Page | @ Test G | 3 Selected Ports | 5 Multi @ | [ Protocol Segment Profiles | 1°| Reporting Options | - X
':m\: Susilable Chassis D Uaed. | Gwner Topology and Frame Content  Test Executigh Control | Test Types Configuration |
- Chassis 0 %EB live [ Available Tests
O ki W O & Throughput Test Available RFC 2544 Tests
- BB Module 1. MESFP 0 [ Latency and Jitier Test The following RFC 2544 test types are available in Xena2544:
B Module 2. MESFP+ O [0 Frame Loss Rate Test & Throughput Test (RFC 2544 section 26.1)
BE Module 3, M2SFP+ O [ Back-to-Back Test « Latency and Jitter Test (RFC 2544 section 26.2)
B Module 4, O + Frame Loss Rate Test (REC 2544 section 26.3)
B Module &, MESFP ] « Back-to-Back Test (REC 2544 section 26.4)
- W Module 7, MBSFP ]
B Module 8 MESFP O] Test
--ta Port0, SFP-E s PLE0 =] This test measures the maximum rate at which none of the offered frames are dropped by the DUT. The test may be exscuted using
S PO I varous rame sizes.
& Fort2, SFPE o POE2 O
- ta Port3, SFP-E o POE3 ] Latency and Jitter Test
a Port 4, SFP-E o P0-84 O This test measures the fiame fransfer delay(aka “latency’) of the DUT at various input rate values and frame sizes. |t also measures
-t Port5, SFP-E o POES O the associated fame delay variance (aka “jitter”).
B Module 8. MESFP O
W Module 10, MESFP ] Frame Loss Rate Test
B Module 11. MBSFFP O This test measures the frame loss rate at various input rate values and frame sizes.

Back-to-Back Test

Sel eCt th e Th rou g h p Ut TeSt z‘::: f:;::!iig: :5:::;:3: %ﬂ;lzm:agb:trﬁbackﬁama atvarious input rate values and frame sizes. The resultis

Configuring Tests
To inspect and optionally change the test options for each test, select the test in the treeview.
The checkbox to the left of the test name in the treeview determines whether the test is executed or not.

< >

| 2 Enable All [] Disable All

[# Expand All = Collapse All

[ (= Resutt Data [ [ Stresm Progress Counters | Configuration Errors |
Progress: 0% « Test stopped by user | @ Test not running | Test Time: 00:00:06 | Duration: 00:00:00 | User: haoyu _:

Figure 9. Configure test types to Throughput Test
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Step 5: Assign Port Group and Port Peer
As shown in Figure 10, go to Selected Ports panel. Assign the first port to East group and the other West.
Then, assign a peer port to each port. In the example shown in Figure 10 below, port 0 is in Group West and
its peer, port 1 in group East. After that, choose the Protocol Segment Profile. Ethernet header profile is
used in the example.

B Xena25dd v2.a4 - VSPerf-RFCZ5H.254 () - o x

Fle Edit View TestControl Options Help
i3 S B | ©Add Chassis | = Start (0 Stop (@ Cancel | ] Exit

Physical Ports AR | [@ StartPage | 4§ TestC ion | (2 Selected Ports | 5 Mutti-Stream C ion | 5] Protocol Segment Profiles | 1= Reporting Options | %
Name D Used  Owner @ Select ports in the Physical wam inthe test /\
[ Available Chassis
= ER Chassis 0%Blive Fort Name  PortGroup _ Port Peer [PortSpeed  LatOff.  IP Address | Prefix  Gateway Address 4 | Prolocol Segment Profile
B Module D, MESFP © P-0-8-0 (SFP-E 10/1001000ff)  Ezst P81 AUTO 0 0000 24 0000 1: Ethernet
B Module 1. MESFP £ P-0-8-1 (SFP-E 10/100110001 Viest P0-80 auTO [} 0000 24 0000 1: Ethernet

Module 2. MESFP+
Module 3. M2SFP+
Module 4,

Module 6. MESFP
Module 7. MESFP
Module 8. MESFP

0-8-8-68-8-68-8

1 Port0.SFP-E o haoyu
2 Portl.SFP-E o P0BA haoyu
-ta Port2, SFP-E ® P-0-8-2
i3 Portd, SFP-E ® P-0-8-3
i3 Portd, SFP-E ® P-0-8-4 N
L miaee o ros Assign ports to groups

P Module 9. MESFP
P Module 10. MESFP
P Module 11, MESFP

Choose Ethernet

:
O00pooomrEO000000

and with peers

B-8-8

Select All Ports [ Deselect All Ports | &) Remove Port(s) | No Selected Ports |

Main Port Properties  Address Properties
Extemal Address Propeties
Public IP Address

Public IP Prefic

Remote Loop IP Address

g > Remote Loop MAC Address: |00 :00:00: 00 : 00 : 00|

Expand All & Collapse All

[ Resutt Data | [ Stream Progress Counters | Configuration Errors

o Test stopped by user | @ Test not running | Test Time: 00:00:28 | Duration: 00:00:04 | User: haoyu _.:

Figure 10. Configure test types to Throughput Test

XENA NETWORKS — LAEDERSTRAEDE 34, 3RD FLOOR — 1201 COPENHAGEN — DENMARK

WWW.XENANETWORKS.COM




b & APPLICATION NOTE

NETWORKS

;
>

Step 6: Edit Segment Header Profile

As shown in Figure 11, go to panel Protocol Segment Profiles to check the protocol segment profile you
have chosen in Step 5. User count suggests that there are two ports using that profile. You can also edit or
create segment header profile.

I Xena2544 v2.44 - VSPerf-RFC25440x2544 ) - o x
Fle Edit View TestControl Options Help
[ 5 Bl | @ Add Chassis | = Start () Stop (@ Cancel | ] Exit
Physical Ports AR | [© StartPage | 4§ TestC ion | Selected Ports | % Mukti-Stream Configuration | || Protocol Segment Profiles | 1= Reporting Options | - x
Name D Used  Owner
T vaiabe Chasss Defined Segmert Header Profles 7~ SNa—__se count shows how
- BMl Chassis 0% live ‘Segment Header Summary UseCount  Modfiers)  Value Ranges .
W Module 0, MESFP 0 1: Bhemet 2 0 (] many pOI’tS are using
[ B Module 1, MESFP E 2: Ethemet / VLAN (0) 0 0 . .
B Module 2, MESFP+ -
o Mo were = 3: Ethemes /VLAN 1)/ VLAN () o 0 this header proflle. .
B Module 4, O
5 o MeSEE £
BEE Module 7, MESFP O
= FFE Module 3 MESFP O] Segment/Field Name MV Raw Value Named Values Segments
(2 PotD.SFRE o 08D [] haoyu E I Ethernet - Etvernet I (14 bytes)
w1 PortlSFPE o P2 M haoyu :
‘g Port2, SFP-E o P-0-32 O =2 Dst MAC addr (48 bit) 00:00:00:00:00:00
- gd Port3, SFP-E ® P-0-8-3 O B Sre MAC addr (48 bit) 00:00:00:00:00:00 5 e O
(e Portd, SFP-E e PO84 O *-F= EtherType (16 bif) FF FF HNone - egment Order
‘e Port§ SFPE s P85 O
WE Module 9, MESFP O
PE Module 10, MESFP O # Move Down
B WModule 11, MESFP O HW Modifiers
Edit/create segment I
) B Remoe |
header profile Nl Farges
PCAP Import
1) mport
~
< >
Expand All Bl Collapse All | =
(= Resutt Data [ [ Stream Progress Counters [ Configuration Errors
o Test stopped by user | @ Test not running | Test Time: 00:00:28 | Duration: 00:00:04 | User: haoyu _.:

Figure 11. Edit/create segment header profile
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Step 7: Configure Multi-Stream

As shown in Figure 12, go to panel Multi-Stream Configuration. Enable the Multi-Stream option. Create 32

streams per port. Example is shown in Figure 12. All 32 streams are generated from the same physical port
with different source and destination MAC addresses and into the other port, vice versa. Since the traffic is
bidirectional, the total amount of streams is 64.

B Xena25a4 v2.44 - VSPerf-RFC2544.2544 () - o x
File Edt View TestControl Options Help Set the stream count to 32
i [ 3 & B | @ Add Chassis | = Start (1) Stop (@ Cancel | & it
Physical Ports B X | [ @ StertPage | 8 Test Configi Fion | & Selected Ports | - Multi-Stream Configuration | || Protocol Segment Profiles | 1| Reporting Options | - X
Name D Used  Owner Al
B \EJ p;a “3‘;‘;;“; B lve < Enable Multi-Streams = o MAC Address Prefic
: : ::::E ? x:ig E ream Court Per PortPai. | 3212 Increment
W8 Module 2. MESFP+ ] Stream Endpoint Connections  Total Streams: 64
: x::::iwsw* E ParentPortl 4 Offeet] | Address 1 ParentPort2 | Offset2 | Address2 | Direction | &
B Module 5, MESFP 0 P-0-80 2 04F4BCODO002 | P-OB1 3 D4F4BCO00D03  Bidirectional
B Module 7. MESFP O P0-80 4 O4F4BCOD00D4 | POB1 5  D4F4BCO0.0D05  Bidirectional
P Module 8 MESFP = P80 6 O4F4BCO0000S  P-O-8-1 7 04F4BCO00007  Bidirectional
w..ta Port0.SFP-E o P-0-8-0 [ haoyu .
o FollSIFE o s FoE 2 haoye P0-80 8 04F4BCO00008 | P-OB1 9 04F4BCO0000  Bidirectional
o Pot2 SFPE o P82 0 P0-80 10 04F4BCOO0ROA  P-0-81 11 04F4BCO0:000B  Bidirectional
i Pot3 SFPE o P03 m} FO-E0 12 04F4ECOO0OC P08 13 04F4BCO0.000D  Eidirectional
W Potd SFPE o po84  [] Po-20 14 G4FLECOOONIE P02 16 O4F4BCO0CDOF  Eidirectionsl
i Port5 SFRE o P-0-85 0
B Hodule 8, MESFP ] P60 16 O4F4BCOO0ID  P-D-6-1 17 04F4BCO000TI  Bidirectional
B Module 10, MESFP o P60 18 4F4BCOO00IZ | P-D-81 19 04F4BCO00013  Bidirectional
B Module 11, MESFP O P-0-8-0 20 04F4BCO0OGTA  P-0-81 21 D4FABCO000TS  Bidirectionsl
P0-80 22 04F4BCOOOCIE  P-0-81 23 D4F4BCO00017  Bidirectionsl
P0-80 24 04F4BCODOCIE  P-0-81 25 D4F4BCO0:00TS  Bidirectional
P0-80 26 04F4BCODOGIA | P-0-81 27 D4F4BCO000TB  Bidirectional
P0-80 28 04F4BCO0ORIC | P08 29 04F4BCO0001D  Bidirectional
080 30 04F4BCOOO0IE P01 31 04FBCO000TF  Bidirectional
F-0-80 W 04FLECO000Z0 P01 33 O4FECO00021  Bidirectional
FO-ED 4 O4FLECOODEZ PO 3 O4FECO00023  Bidirectional
P60 36 O4F4BCO0D024 | P08 37 G4F4BCO0O025  Bidirectional
P0-6-0 38 O4F4BCOODNZE | P-D-8-1 3 O4F4BCO0O0Z7  Bidirectional
P-0-8-0 40 04F4BCO0O0ZE | P-0-81 41 DLFABCO00029  Bidirectionsl
P0-80 42 04F4BCO0002A P08 43 D4F4BCO0002B  Bidirectionsl
P0-80 44 04F4BCODOOZC | P-0-81 45 D4F4BCO0:002D  Bidirectional
P80 46 04F4BCODO0ZE P08 47 O4F4BCO0002F  Bidirectional
< > | poso 48 04F4BCO000I0 P08 49 O4F4BCO00031  Bidirectional
Expand All Bl Collapse All | Poso 50 04F4ECO0003Z  P-0-B1 51 04F¢ECO00033  Bidirectional v
[ Result Data [ [ Stream Progress Counters: |\ Configuration Errors
Progress: 0% « Test stopped by user | @ Test not running | Test Time: 00:00:28 | Duration: 00:00:04 | User: haoyu _:

Figure 12. Configure multi-stream
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Step 8: Execute Test and Generate Report

Save your configuration. The Xena2544 configuration file has an extension name of x2544. This
configuration file is very important if you want to execute your test in an automated fashion, which will be
explained and shown in the next section.

As shown in Figure 13, you can select Xena2544 to generate different types of reports, i.e. PDF, XML or CSV.
It is very useful to select the XML or CSV formats if you want to automate some post-processes to the test
results.

Click the Start button, and the test will begin to run. As mentioned previously, if you have not reserved the
ports, Xena2544 will reserve them for your test.

5% Xena2544v2.44 - VSPerf-RFC2544x2544 (1) - o x
File Edit View TestControl Options Help
i[85 B | @ Add Chassis | = Start () Stop @ Cancel | ] Exit
Physical Ports B X | [@ starPage | 4 TestC ion | i3 Selected Ports | b Multi-Stream C ion | [ Protocol Segment Profiles | = Reporting Options - x
Name [G) Ussd  Owner Feport ldenthication
(| Availsble Chassis
© R G DB e Cotorerare:
T Moo tieerr g .
BB Module 1, MESFP 0 Customer Senvice 1D
OF Module 2. MESFP+ O CostomerAccessi: ||
B Module 3, M2SFP+ O
B Module 4, O
W Module 6, MESFP O
- W Module 7, MESFP m| Comments:
- W Module 8, MESFP w]
a1 Port0.SFP-E ®  P-0-80 B haoyu
s Port1.SFPE o P21 & haoyu
ta Pot2 SFRE o P02 O
i Pert3, SFRE o P0-83 0 Report Generation Optiors Report Formats
Ly Port4, SFP-E ° P-0-8-4 O Report Naming [] Generate PDF Report
i Port5, SFP-E e P-0-85 [m]
W Hlodule 3, MESFP =] Report Flename Prefic vspef B54toughputrepet. N\ | [ Generete XML Report
W Module 10, MESFP ] Append Timestamp to Fiename: = [] Generate CSV Report
W Module 11, MESFP [m}
Report Cortent [ Mso Log Intemedite Resuts
Packets/Frames Teminclogy
Include Detailed Port information in Report: 7]
Include Stream knfomation in Report: [
Include Charts in Report 5]
Throughput Uint for Charts
< >
Expand All B Collapse Al |
[E Result Data [ [ Stream Progress Counters | Configuration Errors
Progress: 0% o Test completed successfully | 1@ Test not running | Test Time: 00:01:56 | Duration: 00:00:02 | User: haoyu _:

Figure 13. Configure multi-stream

XENA NETWORKS — LAEDERSTRAEDE 34, 3RD FLOOR — 1201 COPENHAGEN — DENMARK

WWW.XENANETWORKS.COM




E NA APPLICATION NOTE

T O R K S

Z
-

UsSING XENA2544 COMMAND

In addition to using Xena2544 Ul to configure and and run tests, Xena provides a great command line
interface to execute pre-configured tests. With this feature, you can automate your test process with your
own scripts.

Step 1: Locate Your X2544 Configuration File
Find the x2544 file that you previously saved. You can find it by clicking Explore Xena Data Directory as
shown in Figure 14 below.

The file path in the example is:
C:\Users\me\Documents\Xena\Xena2544-2G\VSPerf-RFC2544.x2544

and is referred to as <CONFIG FILE> throughout the following sections.

File | Edit View  Test Control  Options Help

Mew Ctrl+M
£l Load .. Ctrl+L (@ Start Page | &% Test Configuratio
E Save ... Ctrl+5
Save As ...

1 CAUsers\mjch.. \W5Perf-RFC2544 %2544
2 CALALTD Throughput. RFC2544. Packetl ossRatio...
3 G\ \pair_westtoeast_ieeedefaultad 344

ychDocurnentsh..\pair_easttowest_leee

Explore Xena Data Directorny |

na.2544 Qumk Start Gu
rte

pen a Windows Explorer in the Xena Application Data Directory

1. Add a Xena chassis to the current

2. 3elect the test ports you need to L
the individual properties of the po

3. The Test Configuration panel con
* The Topology and Franmm

a2 Tha Toant Cammsdone el

Figure 14. Find your x2544 configuration file
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Step 2: Execute Test from Command Line

Go to command directory C: \Program Files (x86)\Xena Networks\Release 6x\L23Tools, as
shown in Figure 15. In this directory, the Xena2544.exe is the command we will execute to execute the test
configured in the x2544 file. Several options are available as shown in Figure 15.

e

o

Figure 15. Find your Xean2544 command directory

Execute the test by running the command in the current directory, shown in Figure 16.

Xena2544.exe -c <CONFIG FILE> -eoOr

Xena2544.exe —config <CONFIG FILE> —-execute
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Figure 16. Executing test with Xean2544 command

VSPERF RESULTS FROM REDHAT USING XENA

As one of the members of OPNFV, Redhat is using Xena for VSPerf. Below is a test report of
PHY2PHY_TPUT. To understand different test IDs used by VSPerf, please read Xena’s white paper Virtual
Switch Performance Benchmarking.

Test ID: PHY2PHY TPUT

Below is the environment that the test was performed in:

0S: redhat 7.3 Maipo
Kernel Version: 3.10.0-470.el7.x86 64
NIC (s) :
* Intel Corporation Ethernet 10G 2P X520 Adapter (rev 01)
* Intel Corporation Ethernet 10G 2P X520 Adapter (rev 01)
Board: Dell Inc. 0599V5 [2 sockets]
CPU: 1Intel(R) Xeon(R) CPU E5-2637 v3 @ 3.50GHz
CPU cores: 16
Memory: 65759124 kB
Virtual Switch Set-up: p2p
vswitchperf: GIT tag: 07bab38905cf10cad6987bb9c5b302bbff2c6013
Traffic Generator: Xena, Version: Xena2544 v2.43, GIT tag: None
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* vSwitch: OvsDpdkVhost, Version: None, GIT tag: None
* DPDK Version: 2.2.0, GIT tag: None

Below are test details:

Test ID: phy2phy tput

Description: LTD.Throughput.RFC2544.PacketlLossRatio
Deployment: p2p

Traffic type: rfc2544

Bidirectional : True

* % ok F o

Test results for packet size: 64

L N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N VD N VR VP

A detailed summary of the main results is outlined below.

Results/Metrics Collected

AANAAAAAAAAAAAAAAAAAAAAAAAA

The following are the metrics obtained during this test:

Metric Result

throughput rx fps
throughput rx mbps
throughput rx percent
tx rate fps

tx rate mbps

tx rate percent

min latency ns

max latency ns

avg latency ns

type

packet size

traffic type

test execution time

23115618.5733333
15533.695681279998
77.1484375
23115618.5733333
15533.69568128
77.1484375
4487.0

51071.0

8352.0

rfc2544

64

udp

01:33:30

Statistics collected

ANANANANAANANANAANANANAANANANAANANANAANANANAANANANAANANAN

The following system statistics were collected during testcase execution:

Process: ovs-vswitchd

Statistic Value
UID 0
PID 6870
usr 100.00
$system 2.01
sguest 0.00
$CPU 100.00
CPU =
minflt/s 25.24
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majflt/s 0.00
VSZz 3292824
RSS 30509
SMEM 0.05
kB rd/s 0.00
kB wr/s 0.00
kB ccwr/s 0.00

Process: ovsdb-server

Statistic Value
UID 0
PID 6863
susr 0.01
%system 0.00
%guest 0.00
$CPU 0.01
CPU =
minflt/s 0.00
majflt/s 0.00
VSZ 43728
RSS 3260
$MEM 0.00
kB rd/s 0.00
kB wr/s 0.00
kB ccwr/s 0.00
Test results for packet size: 1500
A detailed summary of the main results is outlined below.
Results/Metrics Collected
The following are the metrics obtained during this test:

Metric Result

throughput rx fps 1644717.9500000002
throughput rx mbps 19999.770272

throughput rx percent

99.99890255943811

tx rate fps 1644736
tx rate mbps 19999.98976
tx rate percent 100
min latency ns 8135.0
max latency ns 2584233.0
avg latency ns 2018627.0
type rfc2544
packet size 1500
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traffic type udp
test execution time 01:33:30

Statistics collected

AAAAAAAAAAAAAAAAAAAAN

The following system statistics were collected during testcase execution:

Process: ovs-vswitchd

Statistic Value
UID 0
PID 6870
susr 100.00
%system 2.01
%guest 0.00
$CPU 100.00
CPU =
minflt/s 25.24
majflt/s 0.00
VSZ 3292824
RSS 30509
$MEM 0.05
kB rd/s 0.00
kB wr/s 0.00
kB ccwr/s 0.00

Process: ovsdb-server

Statistic Value
UID 0
PID 6863
susr 0.01
%system 0.00
%guest 0.00
$CPU 0.01
CPU =
minflt/s 0.00
majflt/s 0.00
VSZ 43728
RSS 3260
$MEM 0.00
kB rd/s 0.00
kB wr/s 0.00
kB ccwr/s 0.00
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No anomalies were detected during the course of this test.

Testing Activities/Events

pidstat is used to collect the process statistics, as such some values such
as %CPU and %USER maybe > 100% as the values are summed across multiple cores.
For more info on pidstat please see: http://linux.die.net/man/l/pidstat.

Known issues: Some reported metrics have the value "unkown". These values are
marked unknown as they are not values retrieved from the external tester
(traffic generator). They were incorrectly derived in a way that made
assumptions about packet sizes, as such they have been deprecated from vsperf
and marked as unknown. They will be resolved in the next release.

There must be blank lines around to ensure correct formatting.
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